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The Bass model (Bass, 1969), which was originally developed to 
model the diffusion of new products in marketing, can be 
applied to the diffusion of information. The model is based on 
the assumption that people get their information from two 
sources: 

Information Diffusion Simulation:  
The Bass Model 

word of mouth advertising 
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The Bass model describes the change in the fraction of a population that has 
become aware of a piece of information: 

 

where F(t) is the aware fraction of the population, p is the advertising 
coefficient, and q is the word-of-mouth coefficient.  

Bass Model Formulation 
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We can formulate an agent-based model inspired by the classical 
Bass model. 

We discretize the problem and make the following modifications: 

1. Instead of taking a deterministic time aggregate, we update 
probabilistically. 

2. Instead of allowing each agent to be influenced by the 
entire population, it is influenced only by its neighbors. 

 

 

 

An Agent-Based Bass Model 
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• The agent-based Bass model is a discrete-time model in which each agent 
has one of two states at each time step t: (1) unaware or (2) aware. 

• At time t=0, all agents are unaware. 

• At each time step, an unaware agent has an opportunity to become 
aware. Its state changes with P, the probability that it becomes aware due 
to advertising or due to word of mouth. 

• The probability of that an agent becomes aware due to word of mouth 
increases as a function of the fraction of its neighbors who became aware 
in previous time steps. 

• Once an agent becomes aware, it remains aware for the rest of the 
simulation. 

How Information Spreads through the Network 
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At each time step, the probability that an unaware agent i becomes aware is:  

 
Pi(t) =  p ∆t + q ∆t [ai(t) /ni] – (p q ∆t 2 [ai(t) /ni]) 

  
 
            Probability that agent         Probability that agent               Probability that agent   
            becomes aware due to        becomes aware due to             becomes aware due to  
            advertising.                            WOM.                                          both advertising and WOM. 

Probability an Agent Becomes Aware 

•  ni is the number of neighbors of agent i. 
 

•  ai(t) is the number of neighbors of agent i that became aware before time t.  
 

•  p and q are parameters which indicate the effectiveness of advertising and       
WOM per unit of time, respectively. 
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Project Goals 

1. Create a fast, memory-efficient implementation of the agent-
based Bass model. 
 

2. Validate code to ensure model is correctly implemented. 
 

3. Test model against observed Twitter data.  Optimize parameters 
so the model best fits this data. 
 

4. Analyze how agent-based Bass model behaves when compared 
to analytical ODE-based Bass model. 
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• The codebase for the agent-based Bass model was written in MATLAB.  
 

• First, a  basic implementation was coded as a reference.  
 

•  Then a faster, more memory efficient neighbor set implementation was 
developed. The neighbor set implementation is based on a more efficient 
updating rule and takes advantage of sparse data structures.  
 

• These implementations were compared to an existing NetLogo 
implementation. 

 
• The network structures used for all simulations were obtained from real 

Twitter follower data. 
 

 

Implementation 
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• In order to decide whether to change the status of an unaware node, the node’s 
number of unaware upstream nodes (its “awareness number”) must be computed.  The 
basic implementation effectively recomputes each node’s awareness number from 
scratch at every time step.   
 

• But changes in the awareness number are entirely due to nodes which have just 
become aware. 

                 Basic                         Neighbor-Set  
 

 
 
 

• A possible improvement: a preliminary pass through just the newly-aware nodes which 
updates just their downstream nodes.  After this preliminary step, we can proceed as in 
the basic implementation, but without needing to recompute awareness numbers. 

 

Neighbor Set Implementation: 
Using A More Efficient Updating Rule 
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• Our new updating procedure suggests a further possible improvement: 
replacing the network’s adjacency matrix with a sparse data structure 
which reflects the structure of the updating rule.   
 

• Information about adjacency can be stored by rewriting the adjacency 
relation as a function f: V⟶ 2V which returns a node’s downstream nodes.   
 

• Concretely, this function is most naturally implemented as a vector of 
length |D| concatenating the output sets of  together with a list of 
pointers marking the start of each set. 
 

Neighbor Set Implementation: 
Representing Adjacency Efficiently 
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Simulation Results: 
Comparing the Three Programs 

 
 
 
 
 
 
 

 
 
 
 
 
• Basic and neighbor set curves show the number of agents aware at each time step 

based on a single simulation.  The plots show the results when the two 
implementations are seeded with the same random numbers.  
 

•  The NetLogo results were also obtained by a single execution of the simulation.  
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Parallelization 

• Information diffusion is modeled by running the simulation 
numerous times.  The results are then analyzed by computing 
the mean and 95% confidence intervals at each time step. 
 

• The neighbor set implementation was updated so that the 
simulations run in parallel. 
 

• The parallelization was implemented using MATLAB’s ‘parfor’ 
command. 
 

• The code was executed with two simulations running in 
parallel. 
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Bin Laden 
Network 

1    
Simulation 

100 
Simulations 

500 
Simulations 

1,000 
Simulations 

NetLogo  ~ 3 min.  -- -- -- 

Basic 13.8 sec. 22.8 min. 1.8 hrs. 3.6 hrs. 

Neighbor Set 0.8 sec. 1.3 min.  6.3 min. 12.5 min. 

NS Parallel  10.2 sec. 1.0 min. 4.5 min. 8.6 min. 

Comparison of Time Efficiency 

Irene        
Network 

1    
Simulation 

100 
Simulations 

500 
Simulations 

1,000 
Simulations 

NetLogo ~ 50 sec -- -- -- 

Basic 3.74 sec. 6.1 min. 29.9 min. 58.2 min. 

Neighbor Set 0.27 sec. 23.0 sec. 1.8 min. 3.6 min. 

NS Parallel 9.46 sec. 28.7 sec. 1.4 min. 2.6 min. 
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• The model was tested to seeing how well it predicts the actual spread of 
information through a Twitter network. 
 

• The two real-world cases used to assess the model measure the diffusion 
of the following information, respectively, through Twitter networks: 
 
1. The attack that killed Osama bin Laden 
2. News of Hurricane Irene. 
 

• A grid search was performed to determine the parameters p and q for the 
model which produced the best fit to real Twitter data. 

 
 

Comparing the Model to Real Twitter Data 
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Real Twitter Data vs. Model  

 
 
 
 
 
 
 
 
 
 
The simulation was run 100 times for each data set and the mean number of 
aware agents was computed at each time step.  The red curve shows this mean.  
The blue curve gives the actual spread of information obtained from real Twitter 
data. 
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Determining Parameters for the  
Best Fit to Twitter Data 

For each value of p and q, we 
run the simulation 10 times 
and compute the mean number of  
aware agents at each time step. 
 
We then use a grid search to  
find values of p and q that  
minimize the error between 
the simulation means and   
the real Twitter data.  The  
area between the two curves 
was used as the error metric. 
 
A color map shows the error  
as a function of p and q when  
∆t = 1 hour.  
 
Optimal Parameters:  p = 0.099, q = 0.001. 
 
 

1 hr: Simulation Error as a Function of p and q
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What happens as ∆t changes? 

 
 
 
 
 
The simulation was run with different time steps ∆t. Each time, the results 
were compared to Twitter data evaluated at the same times.  Grid searches 
were then used to determine the optimal p and q for each value of ∆t. Finally, 
to determine the error between the simulation and the actual Twitter curves 
as a function of ∆t, the area between the curves was computed each time 
using the corresponding optimal values of p and q.   The relative error was 
obtained by normalizing all errors with respect to the error at ∆t = 1. 
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One way to validate the simulation code is to compare the distributions of 
the number of aware agents at each time step with those predicted 
theoretically.  

The probability that an unaware agent i becomes aware at each time step:  
 

Pi(t) =  p ∆t + q ∆t [ai(t) /ni] – (p q ∆t 2 [ai(t) /ni]) 
  
   

Probability an Agent Becomes  
Aware at Each Time Step 

•  ni is the number of neighbors of agent i. 
 

•  ai(t) is the number of neighbors of agent i that became aware before time t.  
 

•  p and q are parameters which indicate the effectiveness of advertising and       
WOM per unit of time, respectively. 
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Computing Probability Distributions at  
Each Time Step of the Simulation  

 We make a simplifying assumption: all agents are connected.  As a result, 
local network structure disappears. 

 
 Because each agent’s neighbor set includes every single agent (even 

itself), for each i, ai(t)/ni is simply A(t)/N, the aware fraction of the 
network. 

 
 If we let p’ = p ∆t and q’ = q ∆t, then at each time step the probability 

that an unaware agent becomes aware is 
 

𝑃𝑃 = 𝑝𝑝𝑝 + 𝐴𝐴
𝑁𝑁

𝑞𝑞𝑝 − 𝑝𝑝𝑝𝑞𝑞𝑝 𝐴𝐴
𝑁𝑁

= 𝑝𝑝𝑝 + 𝑞𝑞𝑝 𝐴𝐴
𝑁𝑁

1 − 𝑝𝑝𝑝 . 
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Agents’ States Depend on One Another 

At every time step, each agent is in one of two states: aware or unaware.  
Thus, there are 2N  possible states for the system.    
   
We cannot assume that the number of aware agents is binomially distributed 
at each time step.  The state of each agent is not independent of the states of 
other agents – in fact, it is very much influenced by them! 
 
Nevertheless, because its current state depends only on its previous state, the 
system forms a Markov process. 
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Reducing the State Space 

The map which counts the number of aware agents takes the system’s state 
space to a reduced space with only N+1 states. 
 
Because of the very special structure of the system, the counting map 
respects the original Markov process, giving rise to a compatible Markov 
process on the reduced state space. 
 
Rather than describe the first Markov process and then trace through the 
counting map to obtain a description of the second Markov process, it is 
clearer to describe the second Markov process directly. 
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 Updating Awareness as a Markov Chain 

Take the case of a fully-connected network with N agents.  
 
Let 𝑋𝑋𝑘𝑘 be a random variable giving the number of agents aware at time step k.  
  
Since the number of agents aware at a given time step depends only on the 
number aware at the previous time step, the sequence 𝑋𝑋1, 𝑋𝑋2 , … , 𝑋𝑋𝑚𝑚  forms a 
Markov chain.   
 
We can represent its transition probability distribution with a matrix.  
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Transition Matrix  

     current state j  
    
            T(i,j) = P Xk+1 = i |Xk = j  
 
  future      probability of transitioning  
  state i                       from state j to state i  
                                  at time step k+1 
 
 
The system is in state j if exactly j agents are aware. 
 
Because the state space consists of the N+1 elements 0, 1, … , N, it is convenient to 
index the rows and columns of the transition matrix T beginning with 0 instead of 1.  
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Entries of Transition Matrix 

           Choose the number of                        
           newly-aware agents from      Probability that an             Probability that an 
           available candidates                agent becomes aware    agent remains unaware                                                                                   
           to result in                                  given current state j.         given current state j.  
           future state i. 
 
 

T i, j = �
𝑵𝑵−𝒋𝒋
𝒊𝒊−𝒋𝒋 (𝒑𝒑𝑝 + 𝒒𝒒𝑝 𝒋𝒋

𝑵𝑵
𝟏𝟏 − 𝒑𝒑𝑝)

𝑖𝑖−𝑗𝑗
𝟏𝟏 − (𝒑𝒑𝑝 + 𝒒𝒒𝑝 𝒋𝒋

𝑵𝑵
𝟏𝟏 − 𝒑𝒑𝑝)

𝑁𝑁−𝑖𝑖
𝑖𝑖 ≥ 𝑗𝑗

 
𝟎𝟎,                                                                                                      𝑖𝑖 < 𝑗𝑗

 

 
        
 The number of aware agents  
       cannot decrease in a future state.   

29 



An Example with a Small Network 

3
0  0.10 0.93 0 0 0 1 
3
1  0.11 0.92 2

0  0.110 0.892  0 0 0 
3
2  0.12 0.91 2

1  0.111 0.891 1
0  0.120 0.881 0 0 

3
3  0.13 0.90 2

2  0.112 0.890  1
1  0.121 0.880 1  0 

p’ = 0.100        A transition from 1 to 3 aware agents  requires that  2 agents  become aware. 
q’ = 0.033                                                 
    * Entries are indexed from 0. 

 T(3,1) = P 𝑋𝑋𝑘𝑘+1 = 3 |𝑋𝑋𝑘𝑘 = 1 = 2
2 0.1 + (1

3
0.03 − 0.1 ∗ 0.03)

2
1 − (0.1 + (1

3
0.03 − 0.1 ∗ 0.03)

0
𝑖𝑖 

m 

30 



Computing Theoretical Intervals for the Distribution  

 95% 

 95.8% 

 Probability Distribution of the 
Number of Aware Agents      

at Time Step 7 

We can use the transition matrix to compute the distributions of the 
random variables 𝑋𝑋𝑘𝑘. 

At each time step 𝑘𝑘, we wish to 
determine an interval [𝑎𝑎𝑘𝑘 , 𝑏𝑏𝑘𝑘] such that 
𝑃𝑃 𝑎𝑎𝑘𝑘 ≤ 𝑋𝑋𝑘𝑘≤ 𝑏𝑏𝑘𝑘 = 0.95. 𝑌𝑌𝑘𝑘 = 𝑚𝑚 =
𝑁𝑁
𝑚𝑚 𝑃𝑃(𝑥𝑥𝑘𝑘 ∈ 𝐴𝐴)𝑚𝑚 

within which the simulation will likely fall. But since our distributions are discrete,  
such an interval may not exist.  We 
therefore choose 𝑎𝑎𝑘𝑘 and 𝑏𝑏𝑘𝑘 so that  
P 𝑋𝑋𝑘𝑘 ≤  𝑎𝑎𝑘𝑘 ≈ 0.025 and 
P 𝑋𝑋𝑘𝑘 ≤ 𝑏𝑏𝑘𝑘 ≈ 0.975. 
 
step. within which the simulation will likely fall. 
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Intervals within Which the Distribution is 
Approximately 95% Likely to Fall at Each Time Step 

 
 
 
 
 
 
The plot shows curves for 𝑎𝑎𝑘𝑘 (bottom) and 𝑏𝑏𝑘𝑘 (top) at each time step 𝑘𝑘, such 
that 𝑃𝑃 𝑎𝑎𝑘𝑘 ≤ 𝑋𝑋𝑘𝑘≤ 𝑏𝑏𝑘𝑘  ≈ 0.95.   Between the curves lies the analytical solution 
to the Bass ODE. 
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Interval Endpoints
Bass Analytical Solution
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Validating Code Implementation by 
Comparing the Simulation to Theoretical Results 
 
 
Does our simulation produce a similar distribution of the number of aware agents at 
each time step as the theoretical distribution does? 
 
 
One way to compare the two distributions is to run the simulation numerous times 
and determine how frequently the simulation results fall within the theoretically 
computed  ~95% interval at each time step. 

33 



  

 𝑆𝑆105,𝑘𝑘=  94.8% 

 𝑃𝑃𝑘𝑘 =  95% 

 𝑆𝑆103,𝑘𝑘=  94% 

    bk ak 

 ak 

 bk 

 bk 

 ak 

 How Frequently Does the Simulation  
 Fall within Theoretical Intervals? 

  
 
At each time step 𝑘𝑘, we fix each interval [𝑎𝑎𝑘𝑘 , 𝑏𝑏𝑘𝑘] and 
theoretically determine an exact value for 𝑃𝑃𝑘𝑘, the 
~95% probability that the number of agents will fall 
within the interval.  
 
We then run the simulation 𝑛𝑛 times and compute an 
empirical percent 𝑆𝑆𝑛𝑛,𝑘𝑘  of times that that the 
simulation points fall within the interval. 
 
We would like to know how well 𝑆𝑆𝑛𝑛,𝑘𝑘 compares to 𝑃𝑃𝑘𝑘 
as 𝑛𝑛 increases. 

𝒏𝒏 =  𝟏𝟏𝟎𝟎𝟑𝟑 

𝒏𝒏 =  𝟏𝟏𝟎𝟎𝟓𝟓 

Theoretical 
Distribution 

𝒏𝒏 
 
 
∞ 
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Percentage of Simulation Points that Fall within 
Theoretically Predicted Intervals 
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What happens as we increase  
the number of simulations? 

For each 𝑛𝑛 and 𝑘𝑘, we can compute 𝐸𝐸𝑛𝑛,𝑘𝑘=  𝑃𝑃𝑘𝑘 − 𝑆𝑆𝑛𝑛,𝑘𝑘 , the discrepancy between the 
predicted percent of times that 𝑋𝑋𝑘𝑘 should fall in the interval [𝑎𝑎𝑘𝑘 , 𝑏𝑏𝑘𝑘] and the actual 
percent of times that it does.  To summarize the behavior of the 𝐸𝐸𝑛𝑛,𝑘𝑘 at a given 𝑛𝑛, we 
can take their mean 𝐸𝐸�𝑛𝑛 as 𝑘𝑘 varies.  In addition to computing the first moment across 
𝑘𝑘, we also compute the second moment 𝜎𝜎𝑛𝑛

2. 
 
The plots below show the behavior of 𝐸𝐸�𝑛𝑛and 𝜎𝜎𝑛𝑛

2 as 𝑛𝑛 increases. 
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Agent-Based Model Converges to  
Analytical Curve as ∆t Decreases 
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Data
Best-Fit Power Law, Exponent 1.004
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We ran the simulation 100 times on a fully-connected network for each value of ∆t 
and computed the mean number of aware agents at each time step. We then 
compared this mean at each time step to the number of aware agents given by the 
analytical model.   
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The Bass model describes the change in the fraction of a population that has 
become aware of a piece of information: 

 

where F(t) is the aware fraction of the population, p is the advertising 
coefficient, and q is the word-of-mouth coefficient.  

Analytical Bass Model Formulation 

,0)0(

)(
)(1

)(

=

+=
−
′

F

tqFp
tF

tF

40 



What is the relationship between the parameters in the analytical model and 
those in the agent-based model? 

  
 
 
 
 
 
 
Let p and q be parameters for the analytical Bass model. Let p’ and q’ be parameters for the 
agent-based model.  Fix (p,q) = (0.07,0.06).  The color map gives the error between the 
analytical and agent-based models as a function of p’ and q’.  For each p’ and q’ the mean 
of the agent-based model taken over 10 runs was used. The minimum error occurred at 
(p’,q’) = (0.0690,0.0595). 

 

Error as a Function of p' and q'
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Fitting a Quadratic Approximation to the Error 

  
 
 
 
 
 
 
 
 

   𝐸𝐸  =   9871[   0.2832(𝑝𝑝′−0.09041) + 0.9591(𝑞𝑞′ − 0.05368)]2 
         +  22.67[−0.9591(𝑝𝑝′−0.09041) + 0.2832(𝑞𝑞′ − 0.05368)]2 

+  0.2438                                                                                        
 
After computing the best-fit quadratic approximation to the error function, we plot its contours above. 
The conic center is quite different from the computed minimum at (p’,q’) = (0.0690,0.0595).   
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4. Validation:  Computing Intervals within Which Simulation 
Points Are Likely to Fall 

5. Validation: Convergence of Agent-Based Model to Analytical 
Bass Model 

6. Validation: Comparing Parameters p and q in the Analytical 
Model to those in the Agent-Based Model 

7. Project Summary and Deliverables 
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Project Summary 

• An agent-based Bass information diffusion model was implemented in MATLAB and then 
analyzed. 
 

• Using a more efficient updating rule and taking advantage of sparse data structures 
produced a more time- and memory-efficient code. 
 

• The current implementation is faster and runs more reliably than a previous NetLogo 
implementation, allowing simulations on to be performed on larger, more fully 
connected networks in future research.  
 

•  With the correct  parameters, the agent-based Bass model provides a reasonable 
description of real-world Twitter information diffusion.  The model parameters that 
produce the best fit are specific to each data set. Varying the length of time steps has 
little effect on the fit between the model and real data. 
 

• As the length of time steps decrease, the agent-based Bass model converges to the 
analytical Bass model.  Parameters p and q of the analytical model correspond well to 
parameters p’ and q’ of the agent-based model.   
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Milestones 

October Developed basic simulation code. Wrote a more 
efficient neighbor set implementation of simulation.  

November Validated code against analytic model. Developed 
code for statistical analysis of results.  Analyzed 
confidence intervals. 

December Validated simulation against existing NetLogo 
implementation. Prepared mid-year presentation and 
report. 
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Milestones 

January Tested model against empirical Twitter data.  Performed 
parameter searches to determine best fit. Tested best fit as 
a function of ∆t. 

February Parallelized code. Analyzed convergence of agent-based 
model to analytic model. Computed probability 
distributions using Markov chains. 

March Computed and tested 95% intervals.  Compared 
correspondence of parameters in agent-based model to 
those in analytic model. Analyzed the error. 

April Revised and re-tested ~95% intervals. Fitted quadratic 
function to error. Wrote final project report and prepared 
presentation. 

 
46 



• Simulation code. 

• Code for statistical analysis. 

• A graph with the following three curves based on data collected from 
numerous runs of the simulation: mean and both ends of a 95 percent 
confidence interval at each time step. 

• A detailed comparison of my code’s running time against that of the 
existing NetLogo implementation. 

• Side by side, the graphs of simulation results compared with the real-
world observed Twitter data. 

Proposed Deliverables 



Additional Deliverables 

• Faster neighbor set implementation of the simulation, parallelized. 
 

• Code for grid search to determine best-fit parameters. 
 

• Code to compute theoretical distributions for fully-connected networks 
using Markov chains.  
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